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ABSTRACT
Linux container technologies such as Docker and Singularity offer encapsulated 
environments for easy execution of software. In high performance computing, this 
is especially important for evolving and complex software stacks with conflicting 
dependencies that must co-exist. Singularity Registry HPC (“shpc”) was created as 
an effort to install containers in this environment as modules, seamlessly allowing 
for typically hidden executables inside containers to be presented to the user as 
commands, and as such significantly simplifying the user experience. A remaining 
challenge, however, is deriving the list of important executables in the container. In 
this work, we present a new modular methodology that allows for discovering new 
containers in large community sets, deriving container entries with relevant executables 
therein, and fully automating both recipe generation and updates over time. As an 
exemplar outcome, we have employed this methodology to add to the Registry over 
8,000 containers from the BioContainers community that can be maintained and 
updated by the software automation. All software is publicly available on the GitHub 
platform, and can be beneficial to container registries and infrastructure providers for 
automatically generating container modules, thus lowering the usage entry barrier 
and improving user experience.
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(1) OVERVIEW

1 INTRODUCTION
Containerization technologies [1, 2] have been a game-
changer for reproducible research, allowing users to 
not only build and use reproducible environments on 
high performance computing (HPC) systems, but also 
allowing for saving the container binaries in a registry 
for others in the future to do the same. As HPC has 
matured over the decades, tools have been created that 
make it easier to install software to this environment, 
whether that be in the form of a package manager [3, 
4] or module software [5, 6], which allow a user to load 
a namespace of commands to use. As most package 
managers and modules typically install software from 
source, the Singularity Registry HPC (shpc) [7] software 
was created as a marriage between the two – allowing 
HPC administrators and users to install containers as 
modules. However, the software relied on manual 
curation of containers to be available to install – a 
bottleneck that the work in this paper aims to address.

1.1 The Design of Singularity Registry HPC
Singularity Registry HPC is a command-line tool to 
manage installations of containers as modules. Modules 
are created from recipes that must live in a registry. Once 
the modules are installed, the shpc software is not needed 
to load or use the software provided by the modules. At 
its initial creation, each registry entry was only allowed 
to be a YAML file [8] in a local filesystem folder organized 
by the container unique resource identifier namespace. 
An example with the unique resource identifier “quay.io/
biocontainers/samtools” is shown below.

$tree quay.io/biocontainers/samtools/
quay.io/biocontainers/samtools/
> container.yaml

The entry provides a main “container.yaml” file with an 
installation source (e.g., a container registry), a maintainer 
and description, along with container tags and digests 
[9], and aliases or named paths [7]. An example alias – a 
mapping of a term “samtools” to a path is shown below:

aliases:
samtools: /usr/local/bin/samtools

This named path makes it easy to find useful executables 
within a container. The shpc software is able to provide 
a set of aliases that are made available to users as 
shell commands. This significantly lowers the barrier 
to container adoption in HPC, as users need to know 
almost nothing about container usage and syntax. For 
the example above, loading the container as a module 
would expose multiple aliases, the main one of interest 
being likely the “samtools” alias for the user to interact 

with. An example of the underlying command that the 
user would need to know without the shpc software is 
shown below in the case of the Singularity [2] container 
technology.

$ singularity <singularity-options> exec <options> 
-B <bind> <container> /usr/local/bin/samtools 
"$@"

Providing a full path to the “samtools” executable 
inside the container also ensures that, if an equivalently 
named executable exists on a path mounted in the 
container in the user’s home directory, the correct one 
inside the container is targeted. The shpc software 
provides equivalent aliases for container shell, run 
and various inspection commands, and also supports 
custom container options and binds. The original set of 
approximately 200 entries was derived manually by the 
creator and contributors, and recognizing the constant 
change of container tags, a GitHub workflow was quickly 
developed to retrieve updated tags from container 
registries [7]. As the design evolved, there was desire 
for more automation and separation of responsibility 
between the manager software and the registry entries. 
As a result, the software was updated to support local 
or remote registries, and the main registry, along with 
the monthly automation to update tags, moved into a 
remote version-controlled repository [10].

This decoupling of the manager software from the 
underlying registry presented a new opportunity to extend 
automation. Previously, updating the entries of a registry 
required pulling the updated software along with the 
container entries from the version-control source. With a 
remote endpoint that serves a static API, this is no longer 
required – the user’s local registry can retrieve the latest 
registry entries without updating the software, and the 
entries can be updated separately with tagged releases 
provided monthly. However, while updating tags in 
registry entries was automated, creating an entirely new 
registry entry was not. This presented a new challenge 
for automation, not only for the manual addition of a 
new container entry requested by a user, but also for the 
addition of potentially thousands of containers from an 
external source. Complete automation would not only 
require deriving container tags and digests, but also the 
executable paths.

In this work, we walk through the steps and 
methodology used to first semiautomate addition of a 
single entry, and then to automate adding thousands of 
containers from the BioContainers set [11]. We present 
supporting software to shpc [7] including a remote 
registry [10], software to derive and sort container 
versions [12], tools to discover executables within 
container binaries [13, 14], and a database that stores 
records of BioContainers executables [15]. The newly 
added 8,000+ containers are available for install using 



3Sochat et al. Journal of Open Research Software DOI: 10.5334/jors.451

the shpc software, and all work is publicly available with 
active automation to keep the registry updated.

2 IMPLEMENTATION AND ARCHITECTURE
2.1 Automated Recipe Generation
A semi-automated solution to generate a container entry 
to the online registry was introduced [7] as a workflow. It 
takes a container unique resource identifier, description, 
and website reference, and generates a pull request to the 
repository to add the container. To support this workflow, 
we developed the “guts” software [13] that knows how 
to pull a container, retrieve and parse the “PATH” from 
the image manifest [16], and then dump the container 
filesystem to a temporary location to search those 
locations statically and clean up. This procedure makes 
the assumption that the developer of the container has 
added locations of important executables to the “PATH” 
variable. An additional filtering step is needed to discover 
important executables (and not those found in the 
operating system provided by the container). We do an 
additional “diff” [17] with known executables from the 
most common base containers, which are provided via 
another automated workflow that is updated nightly 
[14]. The final set of executables represents a set that is 
unique to the changes developers made from the base 
containers.

To retrieve updated tags, we make a request to the 
Docker API [18] to retrieve a list of image tags, and 
retrieve associated digests via image manifests [16]. 
The “pipelib” software [12] is then used to sort tags by 
semantic versions, allowing us to filter tags and identify 
the “latest,” a special tag provided by the shpc software 
as the default version to install. With this workflow to 
automatically derive tags and executables given any 
container identifier, it became possible to request a 
recipe for a specific container directly on the remote 
registry repository, and then receive a pull request with 
a prepared registry entry. Without any further filtering of 
the executables (e.g., installed dependencies unique to 
the container that are not of interest), the entry typically 
requires additional curation to filter down the discovered 
executables to those that are the most important. This 
semi-automated workflow allows for easy addition of 
hand-picked containers, but would require substantial 
work to add tens to thousands more.

2.2 Container Executable Frequency
With a request to make available more BioContainers 
[11], a next logical step was to figure out how to combine 
the semi-automated generation with a means not only 
to add an individual container, but also to add potentially 
thousands of containers from an external source. At this 
scale, manual edits could not be required – it would 
need to be possible to identify the most important 
executables without human curation. Addressing this 
challenge would require better understanding of the 

distribution of executables across containers, and then 
determining a strategy to identify the most unique to a 
container. Toward this aim, we first developed a cache – 
the Singularity Registry HPC cache – to store a complete 
list of executables on the “PATH” across all BioContainers 
[15]. The cache is enabled by a generalized container 
binary discovery workflow designed to work on GitHub 
[19], called an action. First, the action is provided with 
an updated list of container binaries provided by the 
Galaxy Project [20]. For each container identifier, we 
then again use the guts software to discover all binaries 
on the “PATH,” and save a JSON data file of the binaries 
to the repository, organized again by the container 
identifier. As a final step, we derive a second JSON data 
file with counts of executable names across containers. 
This counts data file can next be used alongside the 
shpc remote registry to intelligently filter down an entire 
set of executables in one container to a more relevant 
set. This entire set of actions is enabled by a few lines 
added to a workflow file, as shown in the shpc remote 
registry workflow [21].

2.3 Automated Scaled Recipe Generation
Given the availability of summary counts for over 8,000 
BioContainers (see Figure 1), we observe that many 
containers have commands that are rare or unique 
to the container, and hence can deploy the following 
algorithm to generate a list of meaningful executables 
per container. This assumes that we have a regularly 
updated executable count cache derived from the Galaxy 
Project listing.

1. Identify a new container, C, not in the registry from 
the executable cache

2. Create a set of global executable counts, G
3. Define a set of counts from G in C as S
4. Rank order S from least to greatest
5. Include any entries in S that have a frequency <10
6. Include any entries in S that have any portion of the 

name matching the container identifier
7. Above that, add the next 25 executables with the 

lowest frequencies, and <1,000

The algorithm above assumes that the most unique 
executables in a container are less likely to appear in other 
containers, represented by a lower frequency. Always 
including executables that appear fewer than 10 times 
across the entire dataset allows for a container to have 
many unique commands. We chose these thresholds 
based on manual testing and visualization of the final 
list of executables, and found that these steps produced 
the set of binaries that we would expect or want for 
manual curation. We can combine programmatically 
derived tags and digests with these container aliases 
and other automated metadata to generate a final 
“container.yaml.” From this YAML file, the shpc software 
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can install the module to an HPC system and generate 
the respective executables as module commands.

2.4 Automated Recipe Updates
The original workflow to automatically update container 
tags and digests uses a native “update” command 
provided by the Singularity Registry HPC client, and this 
was run once a month across all containers in the current 
registry directly before a monthly release. However, with 
the addition of 8,000+ containers this monthly update 
would no longer be feasible within the 6 hour limit of a 
GitHub action runner [23]. To address this challenge, we 
developed a simple strategy to break up an entire list of 
container identifiers into equal groups, and have those 
groups remain consistent even given new additions to 
the registry. To do this, we first generate hashes for each 
of our container identifiers, and then generate hexdigests 
[24] that we convert into integer numbers. Then we take 
the modulus of the minimum number of days that can 
possibly appear in any month (N = 28) to assign each 
number into a specific group in the range 0–27. We add 
1 to this number for a range that matches with days of 
the month, 1–28. On a high level, this means that we can 
reliably split our container identifiers into equal groups, 
each of which is matched to a specific day of the month. 
In our workflow, we can then derive the groups, take the 
subset for the day the workflow is running, and update 
that set. This algorithm is represented and provided in 
a GitHub action [25] for the interested reader, and the 
entire workflow from the addition of a new BioContainer 
through install of a container module on the system is 
included in Figure 2.

3 APPLICATIONS
We took this work to the Pawsey Supercomputing 
Research Centre (Pawsey) [26], a tier-1 Australian 
national high performance computing facility, where 
having these BioContainers made available as modules 
is perceived to vastly improve the accessibility and 
usage of containers in the life sciences. Through their 
involvement in the Australian BioCommons [27] Bring-
Your-Own-Device (BYOD) Expansion Project, earlier phase 
discussions and surveys have highlighted repeatedly that 
containers are an integral part of life science research, but 
uptake is impeded by the lack of knowledge, confusion 
and time in learning about containers. Along with other 
Australian BioCommons partners, Pawsey role was to 
provide technical and compute expertise for user access 
to an existing Galaxy Project’s repository of BioContainers 
images, through a read-only filesystem called CernVM-
FS [28]. While this filesystem cache significantly reduces 
duplication of images and time for building, researchers 
still face the hurdle of container syntax.

Our automation of shpc recipes for BioContainers 
means that Pawsey, as well as other tier-1 and tier-
2 partners of the Australian BioCommons, can easily 
install and have the same list of over 8,000 BioContainers 
available as modules. With a simple script to match a 
discovered container in the filesystem to an shpc container 
entry [29], these compute facilities can utilize the existing 
library of Singularity images through their CernVM-FS 
filesystem. Recipe updates provided by shpc also ensure 
that all new versions of BioContainers, while being added 
to the CernVM-FS repository, are simultaneously made 
available to their researchers as modules via shpc.

Figure 1 Frequency of BioContainers executables by count as of 04/2023. As an example, a count of “1” with a high frequency over 
10,000 indicates that there are over 10,000 unique commands that appear in only one container. Manual inspection reveals that we 
start to see shared executables approximately after a count of 1000, and thus it serves as a good threshold for unique or “special” 
container commands. A Jupyter notebook was used to generate the plot [22].
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4 QUALITY CONTROL
The algorithm was devised and tuned with a pre-existing 
set of 135 manual container annotations, from the 
Pathogen Informatics team of the Wellcome Sanger 
Institute. Of those, 100 matched BioContainers available 
in our cache. Those annotations allowed us to tweak the 
algorithm and the thresholds until a satisfying amount 
of concordance was reached. We also found that some 
manual annotations had been carried over from previous 
container versions and were missing commands added 
in later container versions or including commands that 
had since been removed, highlighting a further benefit of 
the proposed automation.

The container registry updates and additions are now 
done via an automated workflow, and manually checked 
by the main developer, author VS, for any changes. Lists 
of executables provided in the cache are spot checked 
by developers to ensure what is expected is there 
(e.g., a samtools container should minimally have the 
executable for samtools). Feedback comes in from the 
user base about executables that might be removed or 
added to further tweak added container recipes.

For shpc, tests are run via continuous integration 
for each pull request into the main branch by means 
of GitHub Actions. Tests span all functionality of the 
software across several versions of module software and 
container technologies.

Finally, we wanted to test that software installations 
made with shpc are suitable for bioinformatics analyses. 

We adapted Nextflow’s RNA-seq pipeline [30] to introduce 
a “shpc” profile that uses modules created by shpc. 
This profile [31] generates identical files to Nextflow’s 
“singularity” profile, which directly calls Singularity. We 
found the results to be identical.

(2) AVAILABILITY

OPERATING SYSTEM
Singularity Registry HPC and associated tooling should 
work on most Unix and Linux flavored distributions. The 
software was developed on Ubuntu 22.04.

PROGRAMMING LANGUAGE
This set of tools is developed to support Python 3.7 and 
higher. Python 2.x is not supported.

DEPENDENCIES
The newly released cache and automation can run on 
GitHub Actions with the environment encapsulated by the 
runner. The shpc set of tools requires the requests library, 
jsonschema, and generally expects module software to 
be installed [6, 5]. See the “version.py” in each project 
for details. Naturally, shpc also requires a container 
execution runtime, such as Singularity [2], Podman [32] 
or Docker [1]. Note that any container technology that 
supports pull by a tag or digest can be integrated into the 
software upon request.

Figure 2 Movement of a new BioContainers entry from original repository through being available as a module via the shpc software. 
The BioContainers repository (A) provides an updated listing of containers from a web-accessible address. Three times a week, the 
container-executable-discovery action [19] (B) is run alongside this shpc-registry-cache [15] repository to discover new executables, 
derive their counts, and populate the cache (C). This step uses pipelib [12] to parse and sort container tags to derive newer ones, and 
guts [13, 14] to extract executables on a container path. The shpc-registry [10], the remote registry with container YAML files, can 
then run an action provided directly by shpc to use the cache to generate new container recipes to install (D). Existing recipes in the 
remote registry are updated in increments each day of the month to discover new tags (E) using an action to assign entries to days of 
the month [25] and the shpc software “update” command [7]. On the command line, a user that has installed shpc can then request 
a module to be installed from the registry. This installation pulls a container from a container registry (G) and installs to the system 
module software (H) where it can be loaded by a user, exposing the executables discovered in (B) for easy interaction (H).
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LIST OF CONTRIBUTORS
Authors VS, MM, AS, MDLP, and GS have all contributed 
directly to the software.

SOFTWARE LOCATION: ARCHIVE

•	 Name: shpc-registry
 – Identifier: https://zenodo.org/record/7709586
 – License: MPL-2.0
 – Publisher: Vanessa Sochat
 – Version published: 2022-11
 – Date published: 2 November 2022

•	 Name: shpc-registry-cache
 – Identifier: https://zenodo.org/record/7709593
 – License: MPL-2.0
 – Publisher: Vanessa Sochat
 – Version published: 2022-10
 – Date published: 21 November 2022

•	 Name: guts
 – Identifier: https://zenodo.org/record/7703378
 – License: MPL-2.0
 – Publisher: Vanessa Sochat
 – Version published: 0.0.1
 – Date published: 07 March 2023

•	 Name: shpc-guts
 – Identifier: https://zenodo.org/record/7703380
 – License: MPL-2.0
 – Publisher: Vanessa Sochat
 – Version published: 0.0.1
 – Date published: 07 March 2023

•	 Name: pipelib
 – Identifier: https://zenodo.org/record/7703389
 – License: MPL-2.0
 – Publisher: Vanessa Sochat
 – Version published: 0.1.15
 – Date published: 07 March 2023

•	 Name: singularity-hpc
 – Identifier: https://zenodo.org/record/7644421
 – License: MPL-2.0
 – Publisher: Vanessa Sochat
 – Version published: 0.1.16
 – Date published: 5 November 2022

SOFTWARE LOCATION: CODE REPOSITORY
All repositories are hosted on https://github.com.

•	 Name: shpc-registry
 – Identifier: singularityhub/shpc-registry
 – License: MPL-2.0
 – Date published: 31 July 2022

•	 Name: shpc-registry-cache
 – Identifier: singularityhub/shpc-registry-cache
 – License: MPL-2.0
 – Date published: 18 October 2022

•	 Name: guts
 – Identifier: singularityhub/guts

 – License: MPL-2.0
 – Date published: 07 March 2023

•	 Name: shpc-guts
 – Identifier: singularityhub/shpc-guts
 – License: MPL-2.0
 – Date published: 07 March 2023

•	 Name: pipelib
 – Identifier: vsoch/pipelib
 – License: MPL-2.0
 – Date published: 07 March 2023

•	 Name: singularity-hpc
 – Identifier: singularityhub/singularity-hpc
 – License: MPL-2.0
 – Date published: 3 April 2021

SOFTWARE LOCATION: LANGUAGE
English.

(3) REUSE POTENTIAL

The documentation pages [33] for Singularity Registry 
HPC have been updated to include a developer tutorial 
[34] that guides through the steps to setup and deploy 
a registry of container modules based on automatic 
recipe generation and executable lookup. Separate 
automated workflows exist for cache generation [35] 
and for using a cache to update a registry [15, 19]. In 
this way, container registries and infrastructure providers 
can reuse the software presented in this manuscript to 
automatically generate a registry for a custom collection 
of containers that is of relevance for their operations 
and activities. Some parameters of the protocol can be 
modified to tune the resulting registry; for instance, this 
flexibility applies to the filtering of container tags/digest, 
and to the selection of container executable based on 
executable frequencies.

Two package modules that constitute part of the 
presented toolkit, pipelib [12] and guts [13], can be 
reused independently for purposes that go beyond the 
generation of container registries. The former offers 
functionalities to filter containers tags and digests, 
whereas the latter allows to extract information on 
available executables in a container.

Finally, it is also worth mentioning the usability impact 
of the real use case presented as application for the 
presented software. The collection of 8,000 recipes to 
generate container modules for the whole collection of 
BioContainers represents a valuable, impactful resource 
for the community of life scientists, as well as that of 
infrastructure providers and support staff that offer 
services to the former.

All packages are open source on GitHub, and 
contributions and ideas are welcome. We suggest to 
the interested reader to open GitHub issues for help or 
support on any of the software components.

https://zenodo.org/record/7709586
https://zenodo.org/record/7709593
https://zenodo.org/record/7703378
https://zenodo.org/record/7703380
https://zenodo.org/record/7703389
https://zenodo.org/record/7644421
https://github.com
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(4) CONCLUSION

4.1 SUMMARY
In this work, we present complete automation to 
support and continually update a set of over 8,000 
container entries for installation to an HPC system using 
the Singularity Registry HPC software. Our interesting 
contributions that we desire to share with the community 
include:

•	 Singularity Registry HPC, with support for remote 
registries and automated updates [7];

•	 shpc-registry, a self-updating, version-controlled 
static container registry and API of container 
metadata [10];

•	 shpc-registry-cache, a self-updating, version-
controlled database of executable frequencies [15];

•	 the guts software to extract container executables on 
the “PATH” [13];

•	 the pipelib software to intelligently filter and sort 
container tags [12];

•	 a library of over 8,000 containers to install to an HPC 
system with Singularity Registry HPC [7].

This manuscript presents as a strong example of a 
research software paper, as the primary focus is on the 
development of workflows, interfaces, and software to 
support installing software to complex environments. 
We hope that any of the automation, data, or software 
presented is of use or interest to the larger community.

4.2 DISCUSSION
The algorithm presented in this paper is a necessity 
caused by the lack of standard metadata for describing 
the content of a package or container. Ideally, there 
should be a machine-readable manifest that would 
list the primary content (installed by “make install” or 
equivalent), the dependencies, and the base image. This 
could be tackled first within the Conda [36] system. The 
Conda build system knows which binaries are installed 
by a given package and what its dependencies are. 
The listing could be exposed at the package level. Such 
metadata would take research software closer to the 
“FAIR principles for research software” [37] (FAIR stands 
for Findable, Accessible, Interoperable, Reusable). All 
BioConda packages (and many from other channels) are 
automatically turned into Docker images by automation 
at BioContainers [38]. The build could load those 
manifests into standard container labels that shpc could 
then use to derive the commands to expose.

It is expected that some recipes created by the 
algorithm have too few or too many aliases. Being 
the official shpc registry openly hosted on GitHub, 
contributions are welcome in the form of pull requests 
to modify the list of aliases, and we invite the research 
community to report any error they find. This curation 

process will happen concurrently to the regular update of 
tags and digests.
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