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For a long time, many popular listening test methods, such as ITU-R BS.1534 (MUSHRA), could not be 
carried out as web-based listening tests, since established web standards did not support all required 
audio processing features. With the standardization of the Web Audio API, the required features became 
available and, therefore, also the possibility to implement a wide range of established methods as web-based 
listening tests. In order to simplify the implementation of MUSHRA listening tests, the development of 
webMUSHRA was started. By utilizing webMUSHRA, experimenters can configure web-based MUSHRA 
listening tests without the need of web programming expertise. Today, webMUSHRA supports many more 
listening test methods, such as ITU-R BS.1116 and forced-choice procedures. Moreover, webMUSHRA is 
highly customizable and has been used in many auditory studies for different purposes.
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(1) Overview
Introduction
In audio research, listening test methods are often 
utilized to investigate the auditory system of humans or 
to evaluate audio systems. On the one hand, when the 
auditory system is the subject of interest, experimenters 
make use of all kinds of psychophysical methods, such 
as the forced-choice method (AB) or the unforced-
choice method (ABN) [1], in their auditory experiments. 
On the other hand, when the main subject of interest 
is to subjectively evaluate audio systems by listening 
tests, experimenters make often use of standardized or 
formalized evaluation methods, such as ITU-R BS.1534 
(MUSHRA) [2] or ITU-R BS.1116 [3]. In many scenarios, 
especially if no specific audio hardware is required, 
both types of listening tests can be carried out over the 
Internet using web-based listening tests. The advantage of 
web-based listening tests is that they can be accessed by 
everyone who has a device with a compatible web browser 
and an Internet connection. Moreover, participants can 
participate from almost anywhere at anytime and, in most 
cases, without the need to install additional software. It has 
been shown by multiple researchers that there exist only 
minor differences between listening tests carried out in 
an laboratory environment and those carried out over the 
Internet, if the experiment was properly designed [4, 5]. 
For a long time, not all types of listening test methods 
could be implemented with existing web standards, as, 
e.g., sample-by-sample manipulation is required by some 

methods but has not been supported by any accepted web 
standard. Since the release of the Web Audio API standard, 
many browsers started to implement the standard and 
therby support audio processing features required by 
many listening test methods. One of these methods is 
MUSHRA, which requires sample-by-sample manipulation 
to implement a standard-compliant fade-out and fade-in. 
Hence, the webMUSHRA project has been initiated [6]. 
The goal of the project has been to establish a framework 
which assists experimenters to carry out listening tests 
without the need to program web applications. At first, 
webMUSHRA was specifically designed to support only 
MUSHRA-compliant listening tests. In the meanwhile, 
webMUSHRA supports many more methods, such as ITU-R 
BS.1116, forced and unforced methods, single-stimulus 
and multi-stimulus procedures, subjective evaluation 
based on overall listening experience, as well as 2D- and 
3D-based graphical localization methods. This paper 
introduces the main features of webMUSHRA, including 
an overview of studies that used webMUSHRA in various 
contexts.

Besides webMUSHRA, there exist other frameworks 
that can be utilized to conduct web-based listening 
tests: BeaqleJS is a framework that supports ABX- and 
MUSHRA-based listening tests [7]. Moreover, the Web 
Audio Evaluation Tool supports a wide range of methods, 
such as MUSHRA and ITU-R BS.1116 [8]. In comparison 
to these frameworks, webMUSHRA supports some 
additional methods, such as reporting methods for spatial 
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attributes. For example, these reporting methods enable 
experimenters to conduct sound localization tests or 
evaluations of spatial audio quality provided by auditory 
virtual environments (AVEs) [9].

Implementation and architecture
The basic software architecture of webMUSHRA is based 
on pages. The idea is that an experiment consists of pages. 
On each page, something is presented to the participants, 
e.g., a play-back button to play back a stimuli or a rating 
scale in order to obtain responses. A single scene of a 
listening test method, e.g., rating screen in MUSHRA, is 
implemented as such a page. An experimenter configures 
the whole procedure of the experiment based on such 
pages and stores the configuration in a YAML file. When 
an experiment is started, pages are created based on the 
configuration and, then, handed over to the page manager. 
During an experiment, the page manager holds the data 
of all pages, including the given responses of the listener. 
Moreover, if a listener has finished a page, the page 
manager takes care of showing the next page until the 
whole experiment is completed. As a final step, the page 
manager transfers the responses to a PHP script (path: 
“service/write.php”) that stores the listener’s responses 
in a CSV file. In Figure 1, a schematic of the software 
architecture is shown. If a developer wants to add support 
for a new listening test method, he or she has to create a 
new page type by implementing the page interface. The 
page interface is represented by a JavaScript class having 
six methods (path: “lib/webmushra/pages/Page.js”):

	 getName() Returns the name of the page type. Each 
new page type requires a unique page name.

	 init(_callbackError) This method is called when 
the page is requested to be initialized. The method’s 

parameter is a callback function that has to be called 
if an error occurs.

	 render(_parent) This method is called when the 
page has to render its graphical elements. The param-
eter is the parent DOM element where the page can 
attach its elements.

	 load() This method is called after the render-method. 
The purpose of this method is to load default values 
or saved values for the graphical elements.

	 next() This method is called if the listener proceeds 
to a new page. The method can be used to save 
entered data, e.g., if the page is called a second time.

	 store(_reponsesStorage) If a listening session is 
completed, this method is called to allow all pages 
to store their collected responses into a so-called 
response storage. The response storage is utilized 
to create a CSV file containing the listening test 
results.

Moreover, the developer must register the new source file 
(to index.html) and page type (to startup.js). If the new 
page type should store responses of listeners to the CSV 
file, the PHP script (path: “service/write.php”) must be 
extended by a storage function of the new page type.

Selection of supported methods
In this section, a selection of listening test methods are 
briefly introduced that are supported by webMUSHRA.

ITU-R BS.1116
In ITU-R BS.1116, a listening test method is described to 
assess the basic audio quality (BAQ) of audio systems which 
introduce small impairments to an original audio [3]. BAQ 
is defined as “this single, global attribute is used to judge 
any and all detected differences between the reference 

Figure 1: High-level schematic of the software architecture. First, based on YAML-based configuration files, pages are 
generated that describe what is shown to a listener. Then, the page manager presents the pages in the configured 
order to the listener.
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and the object”. Here, the reference is often an undistorted 
original of an auditory stimulus, whereas the object is 
a degraded (or encoded) version of the same auditory 
stimulus. In an ITU-R BS.1116 listening test, the actual 
assessment is based on a “double-blind triple-stimulus 
with hidden reference” method. The test method involves 
three kinds of stimuli: reference (undistorted original), 
hidden reference (copy of the reference), and stimuli 
processed by systems under test (known as condition or 
object). The listeners are presented with three stimuli 
which are labeled as “A”, “B”, and “C”. Stimulus “A” is always 
the reference, which is known to the listener. The hidden 
reference and the condition are randomly assigned to “B” 
and “C”. Thereby, the listeners do not know which kind of 
stimulus is behind which label. The listeners are asked to 
assess the impairments on “B” compared to “A”, and “C” 
compared to “A”, according to the continuous quality scale 
(CQS) [2]. The grading must reflect “B” and “C”’s provided 
BAQ compared to “A”. Due to the definition of BAQ, any 
perceived differences between the reference and the 
other stimuli must be interpreted as an impairment. The 
continuous quality scale ranges from 1.0 to 5.0 and has five 
anchor points on each whole number which are labeled 
with “Very annoying”, “Annoying”, “Slightly annoying”, 
“Perceptible, but not annoying”, and “Imperceptible” [10]. 
Figure 2 shows a screenshot of a ITU-R BS.1116 listening 
test designed with webMUSHRA.

ITU-R BS.1534 (MUSHRA)
In contrast to Recommendation ITU-R BS.1116, 
Recommendation ITU-R BS.1534, better known as 
MUSHRA (Multi-Stimulus Test with Hidden Reference 
and Anchor), is a more recent description of a listening 
test method for evaluating audio systems that introduce 

intermediate impairments [2]. Furthermore, MUSHRA 
is based on a multi-stimulus comparison, meaning the 
reference and more than one condition can be accessed 
freely at random. In particular, listeners are presented 
with a (open) reference and multiple conditions. Among 
the conditions are the stimuli processed by the systems 
under test, a hidden reference, and two anchor stimuli. 
The two anchors, so-called low-quality anchor and mid-
quality anchor, are low-pass-filtered versions of the 
reference stimulus and were introduced to make the 
ratings of different assessors and labs more comparable 
[11, 12]. The low-quality anchor has a cut-off frequency 
of 3.5 kHz and the mid-quality anchor has a cut-off 
frequency of 7 kHz. These two types of anchors can be 
automatically generated by webMUSHRA if configured 
by the experimenter. During a MUSHRA listening test, 
the conditions are presented in random order without 
any information that would identify the condition being 
an audio system under test, the hidden reference, or 
an anchor. Like in an ITU-R BS.1116 test, listeners can 
instantaneously switch between the reference and the 
conditions when listening. Further, listeners are asked 
to rate the BAQ of the stimuli as well. In a MUSHRA test, 
a different continuous quality scale is used for giving 
grades. The scale ranges from 0 to 100 and is divided into 
five equal intervals with the adjectives “Bad”, “Poor”, “Fair”, 
“Good”, and “Excellent”. Although multiple conditions are 
rated on the same page, the wide scale range makes it still 
possible to rate very small differences.

Although MUSHRA has been designed for audio systems 
introducing intermediate impairments, many so-called 
“MUSHRA-like” listening tests have been carried out to 
assess all kinds of audio systems. For example, the open 
reference or the anchors are often left out for various 

Figure 2: ITU-R BS.1116 listening test.
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reasons. The webMUSHRA software can easily be modified 
and is, therefore, especially helpful to experimenters who 
have basic knowledge about web development and plan 
to carry out such MUSHRA-like experiments. Figure 3 
shows a screenshot of a MUSHRA listening test designed 
with webMUSHRA.

Likert scale/Evaluation of overall listening experience
The software supports full customization of Likert scales. 
Likert scales are widely used in research and can be 
found in all kinds and variations. Likert scales consist of 
so-called Likert items, which are typically horizontally 
aligned. Likert items correspond to a participant’s 
statement that he or she is asked to evaluate by giving 
it a quantitative value. Usually, this quantity is given as 
level of agreement/disagreement. When configuring 
webMUSHRA, the experimenter can add as many Likert 
scales as desired. Moreover, it is possible to assign images 
to Likert items. Therefore, it is possible to create, e.g., 
five-star Likert scales.

Five-star Likert scales can be used for evaluating 
the perceived overall listening experience (OLE) when 
assessing audio systems [13]. In contrast to BAQ-based 
methods, participants are asked to rate the stimuli 
according to how much they like, enjoy, or feel pleased 
when listening to the stimuli. Thereby, participants are 
allowed to involve affective aspects, like emotional or 
individual aspects. Typically, five-star Likert scales are 
utilized in this type of evaluation, since they are known to 
lead to consistent ratings [14, 15]. The method comprises 
two phases: In the first phase, participants rate stimuli that 
(if possible) have not been processed by any audio system 
under test in a multi-stimulus procedure. These ratings, 
called “basic item ratings”, are expected to predominantly 
reflect how much the content of the stimuli are liked by a 
listener. In the second phase, participants rate all stimuli 
processed by the audio systems under test in a single-
stimulus procedure. These ratings are called “item ratings”.

As described in our previous paper [16], having these 
two rating types has several advantages: The distribution 
of the ratings given in the first phase indicate whether 
the content of stimuli was well balanced regarding the 
ratings. For example, if the content per se is not liked by 
the participants, this will result in a large percentage of 
very low ratings, also if the stimuli were processed by the 
audio systems under test. As a consequence, in many cases, 
the results analysis might not be suited for evaluating 
a desired research question due to the low variances 
between ratings. With this procedure, experimenters 
can test early on whether the likening of the stimuli is 
different across the participants.

As webMUSHRA allows to configure five-star Likert 
scales and uses them in a single-stimulus procedure as 
well as in a multi-stimulus procedure, setting up OLE 
evaluations is very simple.

When assessing audio systems, OLE-based evaluations 
are a useful addition to BAQ-based evaluations [16]. As 
BAQ-based evaluations predominantly reveal the rather 
technical differences between the audio systems under 
test, they do not give sufficient indications whether a 
technical superiority of an audio system will be appreciated 
in the end-user scenario.

Also in early phases of an audio system development, 
decision makers can utilize results of an OLE-based 
evaluation in order to get insights whether the gain of 
audio quality is also reflected by a gain in the perceived 
overall listening experience by end-users.

Reporting method for spatial attributes
Today, there exists a wide range of graphical user interfaces 
(GUIs) for localization tests in which participants are 
asked to report the spatial location of auditory stimuli. 
Unfortunately, these GUIs are often limited to the 
horizontal plane. As a consequence, these GUIs are not 
perfectly suited for evaluating advanced multi-channels 
formats, in which listeners are fully surrounded by 

Figure 3: ITU-R BS.1534 (MUSHRA) listening test GUI.
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loudspeakers. Since these formats ask for evaluation 
methods which support reporting spatial attributes in all 
three dimensions. To this end, webMUSHRA features a 
reporting method for three-dimensional spatial attributes 
in listening tests [17]. The reporting method enables to 
report width, height, depth, and location of stimuli. In 
addition, reporting the apparent/auditory source width 
(ASW) and listener envelopment (LEV) is also supported. 
The ASW is defined by Morimoto as the width of the 
sound image fused temporally and spatially with a direct 
sound’s image [18]. LEV is defined by Norcross et al. as 
the listener’s sense of being surrounded or enveloped 
by sound [19]. Dependent on the author, envelopment 
is sometimes interpreted as surrounded only on the 
horizontal plane. In these cases, the term engulfment is 
sometimes used to express being covered by sound [20].

The reporting method supports a 2D- and 3D-based 
graphical user interface (GUI) for reporting the perception 
regarding the spatial attributes. In Figure 4, the 3D-based 
GUI is shown. Although reporting the perceived location 
of sound sources by pointing (with or without the 
extension of a body part) has been found to be the most 
accurate method [21], webMUSHRA’s reporting method 
for spatial attributes is still valuable in many scenarios. For 
example, if an experimental setup or required devices for 
pointing are not available or if a time-efficient method is 
needed. Using such 3D- and 2D-based GUIs for localization 
listening tests has been evaluated in [22].

Quality control
The software aims at providing established listening tests 
as well as new concepts of listening methods to a wide 
range of experimenters with various backgrounds. Due to 
its background in research, also experimental features and 
methods are included in the main version of webMUSHRA. 
For this and other reasons, webMUSHRA should not be 
seen as a perfectly reliable evaluation tool that can be 
used for judging audio systems in official performance 
evaluations. For webMUSHRA, it is not possible to 
guarantee that the audio processing works correctly, due 
to its web-based nature and, therefore, its lack of control of 
the underlying browser software, operation system, audio 
driver, and audio periphery. Nonetheless, webMUSHRA 
has already been used in a wide range of listening tests 

(see Section 3) and has proven to be a reliable framework 
for all kinds of listening tests.

In order to prevent compile time errors, the continuous 
integration system Travis CI has been integrated to the 
development process. If new commits are pushed to the 
source code repository, Travis CI will build the whole 
project and check for compile errors. Moreover, to retain 
the stability and reliability of webMUSHRA, unit testing 
with QUnit has also been integrated into the development 
process. At the time of writing, the use of unit tests is 
voluntary for developers.

Furthermore, webMUSHRA is maintained by a well-
known institution for audio research, the International 
Audio Laboratories Erlangen (AudioLabs), and, therefore, 
the quality control does not rely on a single maintainer. 
Within the AudioLabs, the development on webMUSHRA 
started in 2012 and since then has reached a mature state. 
The software has frequently been used internally for many 
types of experiments, which alone results in an active user 
base.

(2) Availability
Operating system
Any operating system on which a browser with Web Audio 
API support is available.

Programming language
HTML5, PHP and JavaScript.

Additional system requirements
Web server with PHP support.

Dependencies
jQuery ≥ 2.1.1
jQuery Mobile ≥ 1.4.4
mousetrap ≥ 1.4.6
noUiSlider ≥ 9.2.0
yaml.js ≥ 0.2.8
three.js ≥ r71
QUnit ≥ 1.17.1
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Software location
Archive

Name: Zenodo

Figure 4: The reporting method’s 3D view showing a 
scene with a blue extruded curve (for reporting width, 
height, and depth) and a red ellipsoid (for reporting 
LEV).
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Persistent identifier: https://doi.org/10.5281/
zenodo.1069840

Licence: Software License for the webMUSHRA.js 
Software

Publisher: International Audio Laboratories Erlangen
Version published: 1.4.0
Date published: 08/06/2017

Code repository
Name: Github
Persistent identifier: https://github.com/audiolabs/

webMUSHRA
Licence: Software License for the webMUSHRA.js 

Software
Date published: 24/03/2017

Language
HTML5, PHP, and JavaScript

(3) Reuse potential
Instead of having a well-known license approved by the 
Open Source Initiative, webMUSHRA has a customized 
(MIT-like) open source license. Nonetheless, redistribution 
and use of webMUSHRA in source and binary forms, with 
or without modification, are permitted without payment 
of copyright license fees provided that the license’s 
conditions are satisfied.

On the one hand, since webMUSHRA supports many 
established methods for subjective evaluations, such as 
ITU-R BS.1534 and ITU-R. BS.1116, anyone who wants 
to evaluate audio systems can make use of it. On the 
other hand, webMUSHRA is well suited for auditory 
experiments, since fundamental methods, such as forced-
choice, unforced-choice, single-stimulus, and multi-
stimulus are supported.

Within the last years, pre-release versions of 
webMUSHRA have been used in a wide range of 
experiments with different contexts. Next, a selection of 
these experiments is presented in order to demonstrate 
the capabilities and possibilities of the software. An 
early version of webMUSHRA has been used in a 
psychoacoustically-motivated auditory experiment [23]. 
In this experiment, listeners were asked to estimate the 
number of instrumental voices in short music recordings. 
Here, webMUSHRA served as a basic framework for 
auditory experiments, as it already comes with features 
related to configuration, audio device initialization, etc. 
The page, on which listeners responded with the number 
of estimated instruments, was developed from scratch and 
added as a new page type. In another experiment [24], the 
localization method was slightly modified and utilized 
to evaluate a novel re-panning method. An example of a 
MUSHRA-based experiment can be found in [25], in which 
the MUSHRA method was modified to investigate the 
perceived density of synthesized applause signals. Instead 
of having one reference signal, two reference signals 
were required by the evaluation. In order to investigate a 
novel approach for assessing audio systems, webMUSHRA 
was used in a listening test utilizing the technique of 
so-called “distributed pair evaluation” [26]. The idea of 

this technique originates from software development and 
is called (distributed) pair programming, in which two 
programmers work as a pair together on the same code. 
Applying this technique is known to improve code quality. 
In the experiment, participants were assigned into pairs 
and collaboratively evaluated the BAQ of the audio codecs 
by the MUSHRA method. When participants worked in 
pairs, they were spatially separated from each other, but 
able to communicate by video-, voice-, and text-chat. In 
order to enable this communication, a WebRTC client was 
integrated into the user interface of webMUSHRA (see 
Figure 5). As one can see, webMUSHRA has already been 
utilized in multiple scenarios. Therefore, it is expected 
that the frequent use of webMUSHRA will continue in the 
future.
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